2
9

Large Scale Cellular Automata with NL2OCL
Jan Procházka and Kamila Štekerová
University of Hradec Králové, Rokitanského 62, Hradec Králové 500 03, Czech Republic
{jan.prochazka;kamila.stekerova}@uhk.cz
Abstract. This article is focused on creating large-scale cellular automata in NetLogo. It presents results of continuous development of NetLogo-to-OpenCL extension (NL2OCL) which encapsulates functionality of OpenCL and enables NetLogo to undertake agents’ computations simultaneously on graphic processor units. We present a parallelized model of evacuation of space with one exit. As a part of the implementation we propose a new lock-free data structure which enables a smooth parallelization of reasoning of competing agents in hexagonal lattice. With NL2OCL, the model of 100 000 pedestrians reaches 100 times better simulation speed performance in comparison to a native NetLogo speed.
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1 Introduction
Microscopic crowd dynamics models are frequently implemented using two-dimensional cellular automata [3]. The latest research is focused on realistic modelling of heterogeneous populations of pedestrians, generating realistic crowd dynamics behaviour patterns or real time simulations by means of various modifications of cellular automata principles, see e.g. ([1], [7], [12]). Evacuation models are developed intensively for more than a decade, [13].[14],[15]. 
We work on pedestrian models in NetLogo [9]. NetLogo itself is not suitable for large-scale simulations: with the growing number of agents and size of the environment (i.e. dimension of the lattice of patches), simulations become slower, its visualization is not smooth, experiments are CPU intensive. We propose a solution: NetLogo-to-OpenCL (NL2OCL) NL2OCL extension which is based on OpenCL, see [10] and [11] for details.
In the rest of the paper our evacuation model is presented together with two experiments.

2 Evacuation Model
Our evacuation model is designed to perform rapid simulations of evacuating large number of individuals (about 100,000) from space with one exit. It also demonstrates parallel-processing of cellular automata model in NetLogo with NL2OCL.
Pedestrians are represented by agents. Each agent is described by its position in the lattice, its last movement direction and its speed (number of cell-steps per time unit). The environment is defined as a hexagonal lattice, each cell has got four attributes:

· S – static floor field attribute – value corresponds to distance from the cell to the exit, 

· D – dynamic floor field attribute – value reflects usage of the cell by agents. When an agent steps into the cell the value is increased. The value decreases with each simulation step and diffuses to neighbouring cells.

· M – probability that none of agents competing for this cell steps into it (it enables to simulate increasing stress of agents closer to the exit).
· Cell occupancy – attribute storing information about cell content: empty, full, wall, door. 
The simulation is discrete, each time unit all agents make their decisions and move ahead. The simulation stops if all agents left the space through the exit. 

In principle, the model is inspired by [2] and [16]: it is a cellular automaton with the static and dynamic force floor field, with calculating static and dynamic field values for individual cells. While authors of [2] and [16] use square lattice space. We apply a hexagonal lattice which is created by offsetting the even and odd rows of square cells by half of the cell. The edge of the original square cell corresponds to 0.4 m of real distance. Agent’s movement (step ahead) in the hexagonal lattice also takes 0.4 m.
2.1 Implementation 
Implementation of the model is illustrated on the sequence diagram in the Fig. 1. This diagram represents one simulation step and it shows in a form of swimming lanes how the model parts cooperate: 

· NetLogo: The native model in NetLogo is responsible for agents and environment representation. Directly from the NetLogo there are called NL2OCL functions to prepare memory objects of agents/environment attributes which are then used as OpenCL kernel arguments. At the end of the simulation step NetLogo retrieves calculated attributes and set them back to the agents.

· NL2OCL: It serves as an interface between NetLogo and the OpenCL platform. Within the simulation step it holds all the memory objects, executes the OpenCL kernel, retrieves results from the kernel and provides them back to NetLogo. Activities of NL2OCL extension shown in the diagram are connected only to the simulation step execution but the extension itself provides to NetLogo also all necessary functionalities for the OpenCL platform and computational environment preparation).

· OpenCL kernel: This is the most important part of the simulation step calculation. The kernel represents reasoning of a single agent. Code of the kernel runs parallelly as independent threads which are created for the whole population of agents. The movement procedure is explained in detail in the chap. 2.2.
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Fig. 1. Model sequence diagram – one simulation step (source: authors).

The NetLogo model itself has got two independent parts with the same functionality. The first part uses NetLogo resources only, the second part uses parallel processing with NL2OCL extension. Both approaches can be compared experimentally.
2.2 Hexagonal Lattice
Hexagonal lattice is created using a special type of cell (agent). The basic hexagonal lattice is made up of a square lattice where cells are firstly placed on all squares. Subsequently, cells with even column coordinate (xcor mod 2 = 0) are shifted along the y-axis by a distance equal to half the length of the cell edge.
In cell-based pedestrian models using this design, it is necessary to set up the orientation of neighbouring hexagons of each cell. It has been shown that the hexagonal lattice, in which the direction of movement between cells agrees with most of pedestrian traffic, generates more realistic results of simulations [6]. We use a rotated hexagonal lattice (Fig. 2c with 6 adjacent directions which are denoted {0,1,2,3,4,5}.
Absolute coordinates of neighbouring cells (expressed in square cells coordinates) depends on y coordinate of the starting cell. Situations for even and odd y coordinates are shown in Fig. 3. 
2.3 Parallelization of Movement Procedures
Agents decide about next cells they want to enter within a simulation step. Preferable cell-to-enter reasoning can be implemented as independent calculation of agents, then parallelized and executed for many agents simultaneously. A problem occurs when multiple agents attempt to enter the same cell as their preferable target. In such cases there is a need to select only one winning agent which will finally enter the cell. This process is divided into two phases. 
In the first phase, a probability MI that the conflict will be solved simply by letting no agent to enter the cell (conflict avoidance) is calculated. MI represents stress levels in different parts of the environment. Typically, near exits the stress level is higher and the conflict avoidance is less probable. 
The second phase is required when the cell-winner has to be chosen (probability of that is 1 – MI). All competing agents have either equal chances to win (an equivalence to NetLogo’s decision construct one-of) or some agents are given an advantage over others due to their characteristics (e.g. physical). We designed a special data structure which enables the selection of the winner to be performed independently, parallelly running threads for the competing agents. 
It is very important for parallelization of the decision algorithm that our data structure is lock-free. There are maximally six agents competing for one cell as there are maximally six directions from which agents can enter that cell. 
Usage of the decision data structure can be best shown on an example (Fig. 3). There are five agents (A, B, C, D, E) in the neighbourhood of the cell T. In the direction α=1 there is no agent. Agent B is not attempting to enter the cell T. Finally, there are four competing agents (A, C, D, E) with the cell T as their target cell in the current simulation step. Each competing agent can enter the cell T from a different direction (notice that directions are taken from agents’ point of view). During the reasoning each of competing agents makes a registration of its request to enter the cell T in the decision data structure consisting of two parts: id and p. The data structure has a capacity to cover the whole model environment. Each cell of the model has reserved six slots in id and in p representing all directions from which the cell can be entered. It means that the data structure can be shared as lock-free between all threads representing agents’ individual decision calculations. In our case (Fig. 4) agents A, C, D, and E register themselves by putting their unique identifiers into the part id and their winning probability to the part p of the data structure. Fields of the data structure belonging to the directions from which no agents want to enter hold default value (-1 for id part as no agent from this direction comes and 0 for p part as no chance to win). After all agents are registered, the winner can be calculated using the stored probabilities. The most important is that each agent can recognize whether it is the winner or not in its own thread independently on other agents’ threads, neither locks are needed nor any inter-thread communication. 
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Fig. 2. Lattices with different orientations of cells (source: authors).
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Fig. 3. Neighboring cells of the cell with even (A) and odd (B) y coordinates (source: authors).
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Fig. 4. Lock-free data structure for a parallel decision process of competing agents (source: authors).
3 Experiments

Benefits of NL2OCL were examined by comparison with NetLogo versions of the Experiment were run twice: using NetLogo only and using NetLogo with NL2OCL extension.
3.1 Experiment 1
The first experiment was focused on simulating large population in large space using parallel processing. The aim of the experiment was to study how the implementation of perception, reasoning and movement of agents will produce the expected behaviour (which was achieved in simulation of small population). Also, the experiment should verify that it is possible to run large simulations in acceptable time, including initialization (generating agents) and repeating simulation runs with respect to different experimental evacuation scenarios. Experimental settings were:

· 500x500 cells representing real area of 200x200 m,

· one exit with 40 cells width (10 m),
· 50 000 agents, randomly distributed over the lattice, 

· agent observes the radius of 10 cells.
The simulation results were automatically synchronized with visualization in NetLogo, the process was monitored in real time. See Fig. 5 for the course of simulation.
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Fig. 5. Visualization of the simulation: with increasing number of simulation steps (the left number) the number of remaining agents decreases (the right number) (source: authors).
The evacuation took 20,147 simulation steps. The average duration of one simulation step took 7.3 second in NetLogo only and 0.06 second in NetLogo with NL2OCL.

The NL2OCL simulation was 120 times faster than native NetLogo computations. This result shows that both the design of the parallelization method and the implementation of parallel calculations (OpenCL kernel design) were performed in an efficient way. This result also demonstrates the technical possibilities of using the NL2OCL extension program on cellular automata models with agent-based calculations (with their perception of the neighbourhood, decision-making processes and behaviour patterns). This provides sufficient potential for a wide range of complex evacuation scenarios in large environments and with high number of agents.

3.2 Experiment 2
The second experiment was focused on comparison of accelerations in case of different populations and different surveillance distances of agents (i.e. the number of cells which are involved in reasoning about the direction of the next movement). The model has been set up so that NetLogo itself works as quickly as possible, the visualization was disabled. Experimental settings were:

· surveillance distances (visual radius R) 1, 5 and 10,

· initial population changing gradually from 10,000 to 100,000 agents (10 values).
For each of 30 initial states, the simulation was performed twice: with NetLogo only, and with NetLogoNL2OCL extension. The average duration of one simulation step was measured. The experimental results are shown in Tab. 1 and Fig. 4.
Table. 1. – Accelerations for different populations and surveillance distances (source: authors).
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Average Netlogo | 0,855 1,529 2,253 3,173 3,885 4809 5754 6621 7919 8431
simulation step
1| duration[s]  NL20CL | 0,029 0,036 0043 0052 0060 0070 0077 0085 0092 0,094
Speed improvement factor | 29 42 52 61 65 69 75 78 86 90
Average Netlogo | 1,389 2,625 3953 5468 6962 8659 10,467 11,865 14,121 15,293
simulation step
5| duration[s]  NL20CL | 0,031 0,039 0045 0053 0061 0068 0078 0081 0091 0,095
Speedimprovement factor | 45 67 88 103 114 127 134 146 155 161
Average Netlogo | 1,997 3,873 5993 8175 10418 12,881 15757 18,620 21,769 24,421
simulation step
10| duration[s]  NL20CL [ 0,034 0,037 0045 0053 0059 0068 0075 0082 0090 0,096
Speedimprovement factor | 59 105 133 154 177 189 210 227 242 254
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Fig. 5. – Experiment 2 - acceleration with NL2OCL (source: authors).

The parallelization of the model is scalable. The acceleration increases with the increasing complexity of the task. The apparent non-linearity of the acceleration growth trend is likely to be due to additional computational cost of communication that grows with the growing non-linear population (the computed values of the parallel working part must be transferred back to NetLogo). Acceleration in the order of 200 times which was achieved in this experiment for a population of 100,000 agents confirms the technical potential of the NL2OCl to accelerate large simulations.
4 Related Work and Further Research
Majority of floor field models based on cellular automata presented in the literature works with square lattice ([8],[13],[14],[15],[16]). Such structure of the environment has an advantage of better cells indexing and an easier neighborhoods location. On the other hand, orthogonal and diagonal step lengths in such structure are of different length. It negatively impacts the realism of pedestrians’ movement behaviour. In our model we use the hexagonal lattice which provides the same step length in all directions.

In [4] and [8] authors present a GPU and multi-GPU implementations of large scale pedestrian evacuation models which use CUDA platform for parallelization of model computations. The models use social distance approach together with cellular automata with static and dynamic floor fields described in [5]. In comparison to these models our solution is not tied only to one technology. While CUDA works only with NVIDIA HW, our NL2OCL extension using OpenCL can utilize wide variety of GPUs, CPUs and other computational HW (e.g. FPGA).

In our next research we plan to focus on enhancing functionalities of the NL2OCL extension with new functionalities enabling smoother parallelization of models. Specifically, we would like to provide a toolset for easier kernel development, using suitable lock-free data structures and spatial indexing as an effective approach to solve problem of locality in very large environments.

5 Conclusion

Our NL2OCL extension enables running large simulations with limited hardware. The evacuation model is understood as a fast-working sub-model for complex crowd dynamics models with specific environment (shape, obstacles, multiple exits), heterogeneous agents and variable scenarios. In our case, parallelized cellular automata-based pedestrian models will be applied in the research of sustainable tourism where complex simulations of pedestrians interacting with the landscape are promising tools of destination management.
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